598 The International Arab Journal of Information Technology, Vol. 14, No. 4A, Special Issue 2017

Exploiting Multilingual Wikipedia to Improve
Arabic Named Entity Resources
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Abstract: This paper focuses on the creation of Arabic named entity gazetteers, by exploiting Wikipedia and using the Naive
Bayes classifier to classify the named entities into the three main categories: person, location, and organization. The process
of building the gazetteer starts with automatically creating the datasets. The dataset for the training is constructed using only
Arabic text, whereas, the testing dataset is derived from an English text using the Stanford name entity recognizer. A Wikipedia
title existence check of these English name entities is then performed. Next, if the named entity exists as a Wikipedia page title,
a check for Arabic parallel pages is conducted. Finally, the Naive Bayes classifier is applied to verify or assign new name
entity tag to the Arabic name entity. Due to the lack of available resources, the proposed system is evaluated manually by
calculating accuracy, recall, and precision. Results show an accuracy of 53%.
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1. Introduction

Named Entity Recognition (NER) is a subtask of
information extraction, and refers to the process of
extracting and classifying some text elements into
various pre-defined classes such as names of persons,
organizations, locations, date and time expressions,
percentages, quantities, and monetary values [15].
Additional classes can include biological species,
genes, proteins, diseases, and anatomy [13]. NER can
be useful in many applications such as information
retrieval, question answering, machine translation, text
clustering, and navigation systems.

Research works focusing on recognizing Named
Entities (NEs) from different languages are available
but mostly for English. Work on the Arabic NER is
still limited due to specific features and challenges of
Arabic language. Firstly, there are three types of
Arabic language, classical Arabic, Modern Standard
Arabic (MSA) and colloquial Arabic. Secondly, Arabic
language is generally ambiguous. It is a highly
agglutinative language usually written with the short
vowels omitted. Moreover, Arabic lacks capitalization,
uniformity in writing styles, and resources [22].

To date, three main general purpose tag sets have
been devised for Arabic language NE tagging. The first
tag-set, which consists of three tag elements, was
initiated in 1995 during the sixth Message
Understanding Conference (MAC-6)". The three tag
elements are:

1 The 6th Conference

http://www.cs.nyu.edu/cs/faculty/grishman/muc6.html

Message Understanding (MUC-6). 1995.

1. ENAMEX wused to represent persons’
locations, and organizations.

2. NUMEX used to represent numerical expressions,
money and percentages, and

3. TIMEX which is used to represent time and date
expressions.

names,

The second tag set was initiated in 2002 during the
Conference on Computational Natural Language
Learning?® In this tag set, NEs are classified into four
categories; person name, location, organization, and
miscellaneous. Using this scheme, chunks of NEs in a
dataset are tagged using the Inside-Outside-Beginning
(10B) format, where a token is tagged with “B” to
indicate that it is at the beginning of a chunk, with “I”
to indicate that it is inside the chunk and with “O” to
indicates that the token does not belong to a chunk
(i.e., outside, not part of the chunk). The third tag set
was initiated in 2003 by the Automatic Content
Extraction (ACE) program®. The tag set classifies NEs
into four categories: person name, facility,
organization, and Geographical and Political Entities
(GPE). Vehicles and weapons were added to the tag set
as two new categories in ACE 2004 and ACE 2005.
NER approaches can be categorized into hand-made
rule-based NER, Machine Learning (ML) NER and
hybrid NER [14]. In the hand-made rule-based
approach, NER is performed using human devised rule
sets, while in ML approach, the NER problem is
converted into a classification problem and hence ML

2 The Conference on Computational Natural Language Learning (CoNLL). 2002.
http://ifarm.nl/signll/conll/

3 The Automatic Content Extraction (ACE) tag sets for English, Arabic, and Chinese are
available at http://projects.ldc.upenn.edu/ace/data/


http://www.cs.nyu.edu/cs/faculty/grishman/muc6.html
http://ifarm.nl/signll/conll/
http://projects.ldc.upenn.edu/ace/data/
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techniques are used as a solution. In the hybrid NER
approach, a combination of rule-based and ML-based
approaches are used together employing the best of
each. This paper proposes a ML based technique that
exploits multilingual Wikipedia for the purpose of
building Arabic NE gazetteer that will help improve
Arabic NER. The rest of this paper is structured as
follows: section 2 discusses related works, section 3
describes the methodology, section 4 presents the
experimental results and evaluation, and section 5 is
the conclusion.

2. Related Work

In this section, a description of the different Arabic
NER techniques that have been proposed is provided.
One straight forward NER technique was proposed by
Shah et al. [27], who devised SYNERGY, an Arabic
NER system that translates Arabic to English before
performing NER. Other techniques make use of
parallel corpora. Samy et al. [21] used parallel corpora
in Spanish and Arabic, and a Spanish NE tagger to tag
the name entities in the Arabic corpus. In their
approach, Spanish NEs were extracted from Spanish
sentences and classified into sub-lists according to their
type. Date NEs were passed to the date module, while
other types such as person, location, geographical
names and some acronyms were passed to the
transliteration module. Although the authors reported
high precision and recall, it should be noted that their
approach was applicable only when a parallel corpus is
available. Darwish and Gao in [11] proposed multiple
approaches to improve NER from microblogs. This
approach is language independent and comprises of
three main steps, firstly, creating of large gazetteers,
secondly, domain adaption is applied and thirdly a two-
pass semi-supervised method is applied.

2.1. Ruled-based Approaches

The work of Mesfar [17] is an example of the Arabic
rule-based approach. The system, the researcher
described, combines a morphological parser and a
syntactic parser built with the NooJ linguistic
development environment. The system starts by
tokenizing text, then this text is sent to the
morphological analyser which uses finite state
technology to parse vowelized, partially vowelized and
un-vowelized text. The recognized forms associated
with linguistic information were sent to an Arabic NER
system, which in turn recognizes the NE's with the
help of knowledge sources such as gazetteers and
grammars. Mesfar's system used the ENAMEX,
TIMEX and NUMEX tagging scheme.

Shaalan and Raza [25] developed PERA, a rule-
based person NER system for Arabic language. It
consists of a lexicon in the form of name gazetteer, and
a grammar in the form of regular expressions. The
authors improved their work by proposing a modified

system called NERA, a rule-based Name Entity
Recognition for Arabic, consisting of a dictionary of
names (whitelist) and grammar in the form of regular
expressions. The system is capable of recognizing and
extracting person name, location, company, date, time,
price, measurement, phone number, ISBN and file
name [24, 26]. Shihadeh and Neumann [28] developed
another Arabic NER system named ARNE. Their work
performs tokenization, morphological analysis,
Buckwalter transliteration, POS tagging and finally,
the recognition of NEs was performed using the Inside-
Outside-Beginning tagging scheme.

Zaghouani [29] proposed RENAR, a rule-based
Arabic NE recognition system. RENAR uses a freely
available corpus and other resources that were built by
the author, such as stop words list, modifiers lists, and
person, location, organization gazetteers. This system
comprises of three main steps; the pre-processing,
lookup of known names and finally, the local grammar
step which is responsible of recognizing the unknown
names. This system is a multilingual NER system used
to extract three Arabic NEs; person, location and
organization.

An Arabic NER method based on transducer
cascade is proposed by Mesmia et al. [18]. Their
method consists of three main steps: firstly, the
construction of two dictionaries that contain the first
names and the last names. Secondly, the identification
of extraction rules. And thirdly, the establishment of
transducers. The testing of this system was done using
a Wikipedia corpus, which is constructed using the
Arabic kiwix tool.

Two other research efforts employed rule based
approaches for domain specific Arabic NER; one of
which targeted the crime domain and was proposed by
Asharef et al. [6], while the other targeted the political
domain and was proposed by Alshref and Aziz [3].

2.2. Machine Learning-Based Approaches

Many Arabic NER research papers fall under the ML
category. Mohammed and Omar [19] proposed an
Arabic NER system based on Artificial Neural
Networks (ANN) that aims to classify Arabic NEs.
Their system consists of three stages. In the first stage,
the text is pre-processed in order to clean the collected
data. In the second stage, Arabic letters were converted
to the Roman alphabet. Finally, in the third stage the
data was classified using ANNs. The accuracy of their
system reached 92%. This result was compared with
the result obtained by the Decision Trees (DTs) which
reached 87% when applied on the same data.

A semi-supervised algorithm for Arabic NER
known as ASemiNER was proposed by Althobaiti et
al. [4]. ASemiNER, does not require annotated training
data or gazetteers and can recognize three NEs; person,
location and organization. This algorithm consists of
three main components that attempt to extract semantic
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information from natural text; first the pattern
induction and consists of initial patterns and
generalization steps. Second, instance extraction. And
third, instance ranking/selection. Another approach
that combines the semi-supervised and the distant
learning techniques was proposed by Althobaiti et al.
[5]. This technique is capable of recognizing three
NEs; person, location and organization. The two
classifiers, semi-supervised and the distant learning
were trained and combined using the Bayesian
Classifier Combination (BCC) procedure.

NAMERAMA is another system that recognizes
Arabic NEs in the medical domain [1]. It is based on
Bayesian Belief Network (BBN) and uses the Inside-
Outside tagging scheme to identify disease names,
symptoms, treatment methods, and diagnosis methods.
NAMERAMA comprises four steps; pre-processing,
data analysis, feature extraction and classification.

Benajiba et al. [10] presented another system based
on Maximum Entropy (ME). The authors developed
their own corpus known as ANERcorp and their own
gazetteers known as ANERgazet. A two-step
improvement to this system is proposed by Benajiba
and Rosso [7]; the first step concentrates on the
delimitation of the NE's using the contextual and POS-
tag information, while the second step is fully ME-
based. A further enhancement on the accuracy of
ANERsys was presented by using Conditional Random
Fields instead of the Maximum Entropy probabilistic
model [8].

A NER system which uses Support Vector Machine
(SVM), together with language independent and
language dependent features was described by
Benajiba et al. [9]. The system uses the Inside-Outside-
Beginning tagging scheme. An approach based on
SVM is proposed by O'Steen and Breeden [20], in
order to recognize person, location and organization
named entities. The approach combines publicly
available systems and corpora; such as YamCha tool,
Buckwalter Arabic Morphological Analyzer (BAMA),
the Stanford POS tagger, and ANERgazet. Another
SVM based approach namely ANER is proposed by
Koulali and Meziane [12], which uses Hidden Markov
Model (HMM) and a combination of binary features,
in addition to the Inside-Outside-Beginning tagging
scheme.

2.3. Hybrid Approaches

Only few research efforts in literature detailed hybrid
Arabic NER approaches. Shaalan and Raza [24]
proposed a system that integrates ML with rule-based
approaches. The system consists of three main phases;

1. A rule-based NER phase.

2. A feature selection and extraction phase.

3. ML phase.

The authors identified 11 types of Arabic name
entities: Person, Location, Organization, Date, Time,

Price, Measurement, Percent, Phone Number, ISBN
and File Name.

Abdallah et al. [2] proposed a hybrid Arabic NER
system that combines NERA with DTs. Their system
works sequentially by using the results of the rule-
based system NERA as an input features for the ML
classifiers, the DTs. This system focused on three NEs;
person, location and organization. Another hybrid
system that combined rule-based with SVM was
proposed by Meselhi et al. [16] to recognize eight NEs;
Location, Person, Organization, Date, Time, Price,
Measurement and Percent. The components of
Meselhi's system work in parallel.

3. Methodology

This section describes the different steps undertaken to
build the Arabic NE gazetteer. These steps are
organized in three consecutive phases:

1. Training dataset preparation phase.
2. Testing dataset preparation phase.
3. Building the gazette.

The individual steps undertaken in each phase are
described below.

3.1. Phase 1: Training Dataset Preparation

This phase prepares a dataset to be trained and used in
phase 3, and consists of three main steps:

e Step 1. Collecting Data: 300 NEs were carefully
selected manually from Wikipedia. These NEs
represent titles of 300 Wikipedia pages in Arabic
language. Since this research concerns three
categories, the 300 NEs were distributed equally
amongst the three categories; person, location, and
organization. Thus, each category is made of 100
NEs. Table 4 in appendix A shows a list of the
selected NEs.

e Step 2. Fetching Pages from Wikipedia: for each NE
collected in step 1, the Wikipedia pages were
fetched and only the textual content of these pages
was taken into consideration, ignoring links, figures,
and tables. Similarly, each group of 100 files was
annotated with a specific NE class.

o Step 3. Processing Pages: prior to training, each file
content was processed by eliminating punctuation,
stop words, non-Arabic text, and diacritical marks.
Finally, stemming was performed.

3.2. Phase 2: Testing Dataset Preparation

The testing dataset is created and prepared using five
main steps:

e Step 1. Collecting Data: text is collected from
Aljazeera website in English language. The
collected text includes approximately 100 NEs.
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e Step 2. Extracting English NEs: stanford NER is
applied on the English text to extract English NEs.
Each NE is assigned one of the NE tags
corresponding to three classes; person, location, and
organization. For example, Jordan is assigned the
tag location.

o Step 3. Fetching English Wikipedia Titles: for each
English NE extracted in the previous step, a
Wikipedia search is performed using the extracted
NE as the search term. For example, Jordan is
looked up in Wikipedia, if there exists a page
entitled Jordan in Wikipedia, then the page is
fetched.

¢ Step 4. Checking for Arabic Parallel Page: from the
Wikipedia page of each English title obtained in the
previous step, an existence check of its Arabic
parallel page is performed. If the page exits, then the
Arabic Wikipedia title and page are fetched.
Otherwise, the language of the Wikipedia is
changed to Arabic and the English title is used to
search for Arabic titles and pages. Then the textual
content of these pages are grouped according to the
NE class given by the Stanford NER into three
classes. For example: check if the page Jordan
contains an Arabic language link, if yes then fetch
the Arabic page for it, otherwise search for Jordan
using Arabic Wikipedia interface, in either way,
select the textual content of the Arabic parallel page
and save it with its original tag.

e Step 5. Processing Pages: each Arabic file content
is then processed and prepared for testing. The
processing consists of similarly punctuation, stop
words, non-Arabic text, and diacritical marks
removal, followed by stemming. It is important to
note that the Stanford NER recognizes only single
tokens and not chunks of NEs, while a Wikipedia
search for these tokens fetches chunks of NEs, thus
the original token may not be equivalent to the title
fetched. For example, Sumaya represents a person
and is assigned the NER tag: person. The proposed
system may fetch the Arabic parallel Wikipedia
page: Princess Sumaya University for Technology
which represents an organization. Thus, phase 3 is
applied to verify the NER tag change.

3.3. Phase 3: Resource Building

This phase is the final phase and which involves the
gazette building. In the gazette building phase, a Naive
Bayes (NB) classifier is used to assign NE tags to the
Arabic NE. NB classifier is considered one of the
probabilistic classifiers, and is based on Bayes theorem
shown below and it is also based on independent
assumptions between features.

II(A/B) = (II(BJA)IT(A))IT(B) (1)

Where A and B are events, 7{A) and 7 B) are
the probabilities of observing Aand B. ITKA|B) is

a conditional probability, which means the probability
of A given that Bistrue. And 71(B|A) is the probability
of event B given that A is true. Three main steps are
conducted: building the training dataset, building the
testing dataset, and finally, the classifying step in
which the Arabic title is assigned either the same NER
tag given by the Stanford NER or a new one.

¢ Step 1. Building the Training Dataset: the content of
each processed file for each category (i.e., person,
location, and organization) in the training dataset
preparation phase is converted into tuples of (word,
label), in which the label is the original tag assigned
to the document. Next, the features are extracted
from these contents. As previously mentioned in the
methodology section, it is noted that processing is
done on the file contents such as removing
punctuation, stop words, non-Arabic text, diacritical
marks, and stemming. This processing facilitates
feature extraction. Each word in the file is then
given a frequency and sent to the NB classifier for
training.

e Step 2. Building the Testing Dataset: the same
processing steps done in the previous step (i.e., step
1 of phase 3) are applied on the content of each
processed file for each category (i.e., person,
location, and organization) in the testing dataset.
Each word in the file is then assigned a frequency.

o Step 3. Classifying: the test data is sent to the NB
classifier, where the document is either assigned to a
new NER class or the original class is kept
according to the training it is given.

4. Experimental Results and Evaluation

This section describes the experiment and discusses the
evaluation process, which done manually due to lack
of available resources, and the experimental results.
First, when building the corpus, the 300 NEs were
selected carefully by first taking into consideration
their existence in Wikipedia, and second checking if
the page contains a reasonable text. Table 4 in
appendix A represents the selected NEs for each
category.

Second, the testing dataset is created from English
selected text from Aljazeera.com. This text contains at
least 100 NE, recognized and assigned a specific NER
class by the Stanford NER, and then the Arabic
Wikipedia pages were fetched for these English NEs. It
is important to note that the disambiguation pages were
neglected. Table 1 shows the exact number of NEs in
each class in the testing dataset.

Third, the Arabic NEs are sent to the classifier, to
assign it to a NER class. Table 5 in appendix A shows
the resulted NEs for the testing and their original NER
classes, new NER classes, and the correction done
manually. Original class is the one given by the
Stanford NER and the new class is the one given by
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the classifier. It is also important to note that the
evaluation is done on the dataset before and after
stemming, but the results were similar in both cases.

Finally, the evaluation is done manually. As shown
in Table 5 in appendix A, seven NEs in the testing
dataset had ORG as the original tag when it should
have been LOC after applying the classifier; these NEs
were correctly classified as LOC. Another 5 NEs in the
testing dataset had PER as the original tag. Similarly,
these 5 NEs after applying the NB classifier were
correctly classified into LOC. Table 2 illustrates the
accuracy, recall, and precision obtained from the
manual evaluation for the proposed classifier, as noted
the accuracy, recall and precision are 52.75%, 17.3%
and 33.3% respectively, indicating that classifier is
poor in classifying person and organization. However,
in regarding to classifying LOC NEs, the accuracy
reached 80.37% with 52% recall and 100% precision,
this is illustrated in Table 3.

The poor classification of both person and
organization is because the contents of their pages in
Wikipedia are very diverse and might need to have
more fine grain classes, or the need for a bigger corpus.
However, location pages contain uniform and
frequently occurring words.

Table 1. Arabic NEs training dataset statistics.

PER LOC ORG Other | Total
28 48 15 16 107

Table 2. Arabic NEs statistical measures for classifying LOC,
ORG. and PER

Measure %

Accuracy 52.75%
Recall 17.3%

Precision 33.3%

Table 3. Arabic NEs statistical measures for classifying LOC.

Measure %
Accuracy 80.37%
Recall 52%
Precision 100%

5. Conclusions

This paper focused on building Arabic named entity
gazetteer, by using the English name entities to exploit
Wikipedia for Arabic name entities, and classifying
them into three main categories; person, location, and
organization by applying the Naive Bayes classifier.
The process starts with collecting datasets for training
and for testing. The evaluation is done manually
because Arabic language lacks for such resources and
the accuracy, recall and precision values obtained are
52.75%, 17.3% and 33.3% respectively, this low
number is caused by the poor classification of the
classes person and organization, while classifying the
class location alone have the accuracy reached 80.37%.
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Appendix A

Table 4. Arabic NEs contained in the corpus.

No. Person Location Organization

1 Cra) iy A ey ubaall Jaa EP

2 TR PR s

3 sosal 4l sasls el aa o i)

4 o5 5] deal iy g Sana ol Apana (6S8h) Jsll cpallyy

5 Al ol [FE] (A8 ,3) Jae)

6 sl Ll Lysme () e gana

7 oS ol ] Tl )l Al )l LS

8 il sl JsiS Sl g 5 jall A el LS AS i

9 e aluy Ll Aale 380

10 e gl Sl Jyall lad

11 Olendll 322 S eV el il gl b gl Jg 4S50
12 23 L By Sy slaS g il Aida ) 48l
13 Sle sl Y sl (=lia) Jal 59) o
14 Y Sy s Lelaia) Al Aaxd
15 2 5 Ales [ ouala

16 Bl 13,53 3 ) sl < i) Lyl

17 e L oY) (A 5) g3l

18 Ll ya oY1 oy il i

19 2ana by e [ (S <8

20 Sy b pans Ll i Sl

21 o eia Lsadl Sue

22 A daaa gl Ol iy

23 £1oe)) dlae iy g5l lalaldll sl

24 Dbaal) g5l s L

25 ol Gyl Ay 5 Sy (BS,8) L

26 sl s o5 s 5 Ske

27 & bl da pemna sl ) oSl

28 Js S Jul Sy dass &

29 halldass b (&59) shashs

30 Al Ll O LSy

31 Ol iy Ly 2505 s

32 558 s Qhs Ohukal

33 @28 il il 50 dd

34 Oles Juse Sl el i sl Jub

35 o=l e Ul asl 50 (&859) pmsS) o

36 rsh (o050 anldll gl oS dalod ol Giaal)

37 gl gt sl wnill Gl (5ol

38 Csmisn ple Ll )5 e 3

39 Lol silile sldli 0 (i SN el o 5all
40 Y 5 el S5 Al e sl Qo all
41 AL Al daaa ) geaia sl [P il aeY)

42 ol e O3S Jalill ) 5ai

43 e Feadll Ay e s [ Gl gl dclaa

44 Sl 33, s PR 5 paill g

45 G s bV Ly A 3, ) seen a0l sl il

46 Jaelaw) Al 3acall (._nk.ﬁ

47 e G L5 A o

48 @:u:«;w.\k L) Gaall 4 ) sgan oslaa A4S

49 i o dilae Ll S (il adal)

50 518 ihias deas el )5 el 3L

51 n Sene Gkl ) 523 SW 4y ) senn AN N

52 i sl 35S0 &y ) sgan (020Y1) oY) Janlign
53 clllae ¢S EESTN Sl ) AY)

54 Al B prall 1Sy )k S laadly 4l e

55 AL 23 i) Jaadl) ) geaiall g bl NI

56 bl a5 Ll s S el LY 5 — (el pilais
57 I3l il LsS Ui

58 G sl (Ui 12) BpadaY) A all aas
59 dlae deal WSl 5 Ayl 4y ) seend) a0l sl il

60 Y sis paby Ll s A s

61 ERET P Loabad) i ol s 38

62 gl Calalllae A 5l (Bl 33 3) sl
63 e afallae [N (3u02) sl e

64 (i) apl ) s Sisadls (Rarme B3y 50) ) siasall
65 () Goma o oy 50 (381 e 53y 50) sl
66 Slald) ) sif dene O (R sraadl) (3, ddma
67 Dsaie e syl (hd) G ildaia

68 alillye Jlea B (B pm 33 58) bl
69 G plaa Ugd (s 5383 72) sl
70 s & SSL (B3 33 1) Ol
71 Sl Slls Ball Sl jall 5 53/ sia dpalall LA dpnand)
72 Sosaba o S Al L) smasd Aoy pudl) LA Lmaanl)
73 G SS aallae S Dlealls 430 dpmanll
74 (A jane Cstiay Dloall ANy Aren
75 Gl G 8 e JETE bl e L ) AU danl
76 G JuS s Ol 5 A8 A0 gridl) Ay jall Apnand)
77 S Ol sals Ll dilaall 4 a5 508
78 B A a5l (s e

79 el O sl LS sall =l ) m yee
80 dale shadi R
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81 A Sue 4 oY oYL bl plia Lmas
82 (ol il ot Jade s o sy
83 (p85) b5 =¥ Ososls U5 sl e s
84 2l L) sl paa¥l gl
85 s Ol st o oy Y (g Sl & pall Amanl)
86 EoRi Ik [Fy (25 Al danl
87 ab) Bl saslaly DSl iyl alialieas
88 ek 1sasn 5 lallelia
89 [y ey Apallall LSl &y il Al
90 Jhal ale sy a1 Pl culeall Lnes
91 3] 15l ea ) buall 4 ) il
92 ) a [ ¥ )y sen Y culiall lnand ol a3y
93 SN e L) 5 Ay Al
94 ple ety Usanil Bl 48 LA s
95 ] bl sl ol ik s 8
96 oSl g e il oS ST el A B gedl Bpmanl
97 (Ria) oo Vst 5 Ay pedaliie
98 ABST e S S Cebaill aalillaens A 3o
99 RPN S o=l
100 Lpseendl pus) BEREY LY Ay ) dualial) dpnan

Table 5. Arabic NEs resulted from English text with their NER class, where original NER class given by the Stanford NER classifier and the
new NER class given by the proposed classifier, and the correction | done manually.

No. Arabic NE Original NER class New NER class Correction

1 oY) LOC LOC -

2 Ls) LOC LOC -

3 (pl) A Sl ) Gy yhall LOC LOC -

4 Gl LOC LOC -

5 o) LOC LOC -

6 lazy LOC LOC -

7 Juasall LOC LOC -

8 A LOC LOC -

9 Jul 208 LOC LOC -
10 5Ll LOC LOC -
11 s LOC LOC -
12 hd LOC LOC -
13 [ LOC LOC Shape
14 213 yinsal LOC LOC -
15 1l 5o LOC LOC -
16 Lo LOC LOC -
17 s LOC LOC -
18 el LOC LOC -
19 L LOC LOC -
20 (LU aledsa LOC LOoC -
21 (e LOC LOC -
22 () s258) sy 23 58 LOC LOC -
23 ol LOC LOC -
24 o LOC LOC -
25 oLl LOC LOC -
26 ol g e LOC LOC -
27 L) e LoC LOC PER
28 oad) LOC LOC -
29 oo LOC LOC -
30 < Sl LOC LOC -
31 s LOC LOC ORG
32 o LOC LOC PER
33 A sl LOC LOC -
34 A el 8 5ad el sl LOC LOC ORG
35 Bax LOC LOC -
36 8k LOC LOC -
37 LS LOC LOC -
38 Lo ) LOC LOC -
39 saaiall LY N LOC LOC -
40 3aaiall A<Ladll LOC LOC -
41 Jwd LOC LOC Direction
42 Dbl Gyl AS e LOC LOC Battle
43 sasdiall Ay jall <l ey LOC LOC -
44 Ll ORG LOC ORG
45 old ORG LOC Movie
46 Jd ORG LOC Direction
47 sasiall LYl ORG LOC -
48 ool ORG LOC Religion
49 Ok Ui ORG LOC Art
50 JaiS ORG LOC -
51 asiall dSLadll ORG LOC -
52 s pudh ORG LOC ORG
53 (Ui 13) ApadY) A sl aalas ORG LOC ORG
54 TS ¥ Al Alas A ORG LOC ORG
55 Y ORG LOC PER
56 138 aly Aaild ORG LOC -
57 i) aeY) ORG LOC ORG
58 (L) Al ) Gkl ORG LOC Movie
59 e o ol Gl ORG LOC ORG
60 Ol ey )l il g agra ORG LOC -
61 A all Al 4da )20 dabaia ORG LOC ORG
62 Llell 4 yal) Zialll ORG LOC ORG
63 S ORG LOC PER
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64 dpe A ORG LOC Language
65 A ORG LOC PER
66 Jud e ORG LOC Transport
67 Jy ORG LOC -
68 s 5 48Ul S ORG LoC ORG
69 (S 1)) ISl gt ORG LOC PER
70 (<3 ORG LOC PER
71 DS ORG LOoC ORG
72 ol ORG LOC -
73 TN VSN ORG LOC Address
74 (R ORG LOC ORG
75 Sus ORG LOoC ORG
76 O 2 ORG LOoC PER
77 il J gl @il 536 PER LOC Battle
78 (S 2 2) enl gl PER LOC -
79 e Calla PER LOC PER
80 ST PER LOoC PER
81 Jielan) PER LOC PER
82 (s sill) s ol PER LOC PER
83 Jooall a3 5ena 2ena PER LOoC PER
84 ol Al e PER LOoC PER
85 LS PER LOoC PER
86 dena PER LOoC PER
87 Bara PER LOC Organ
88 P PER LOoC PER
89 (280 o8 PER LOC Punctuation
90 Osfiss PER LOoC ORG
91 Al v Gl Ay daae g PER LOC PER
92 ) PER LoC PER
93 Liala i ALl e PER LOC PER
94 AN deaf 2ene PER LOC PER
95 RS PER LOoC PER
96 (B8) @l z 0 PER LOC -
97 el PER LOoC -
98 s PER LOoC -
99 bl s PER LOoC PER
100 Ohaeyy PER LOoC Month
101 S padl Bila s PER LOC PER
102 m 2ana PER LOoC PER
103 [ PER LOC PER
104 (02) o5 PER LOoC Plant
105 (O s Aakalia) JMUa PER LOC -
106 U ae e PER LOoC PER
107 L siae slond PER LOC PER
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